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Introduction

Cable operators have seelownstream bandwidth grow a50% per year (CAGR) for many
consecutive yearsThe trend, often referredtoas EAT OAT dHeld firm ferfiihe £0A year
and will be assumed to beralevantguidelinefor assessing the future, along with variants we
shall discussThereare reasonble arguments for longerm limits of media consumption [Z]
that we will consider, although predictingpplicationshas been difficult, and services not yet
foreseen may keep the trend aliveyond media consumption.

Cable operators manage thiepsistert growth under thespectrum constraint®f their current
legacyservice offeringsmostly video,which consume theastmajority of the total available
spectrum.Tools for improed bandwidth efficiency are used tialancethe growth of legacy
services suchs HD and VOD as data traffic is increaskabls and strategies are outlined in

[4,1Q.

Recently, the industry initiated the DOCSIS 3.1 effort, which has an objective to achieve at least
10 Gbps of downstream and 1 Gbps of upstre@his is another majatool for enabling this
continued growth, and places cable on par with PON targets, while network migration steps can
deliver similar average user capacity.

In this paper, we will take a look at the service growth challenge with an analysis tool concept
designed to quantify the problem, introduce and describe in detail the architecture and
technology evolutions in play to handle projected requirements, and then revisit our analysis to
assess what these can accomplish against this growth.

The Capacity Managenent Timeline

A sample analysis representative of the issue facing MSOs can be charted Gapaxcity
Management Tmeline as shown in Figure 1.

1 © ARRIS2013 All rightsreserved.
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Figure 1A Capacity Management Timeline Guides Service and Architecture Evolution

Figure 1 shows variodBreshold lines drawn that represent the point at which capacity of that
particular configuration quantified by the threshold line is exhaustEde purpose of this paper
isto look at the technology and techniques available that move such thresholdshighallow
more growth, and consider elements that are favorable frarfifespan point of view thatféect

the trajectories themselves.

So that we can fully appreciate the information in Figure 1 for later use, we will briefly detail the
concept of the @pacity Management Timelinélhis visual analysis approach allows operators

to understand the timing implicatios of Compound Annual Growth Rate (CAGR) and service
evolution.Understanding what it portrays is necessary to make a comparison of the befate
after of the topics discussed throughout the paper.

The Intersection of Traffic, Services and Architecture

The growth of IP data (DOCSIS) is showrth®/red and bludrajectoriestrending upward with a
slope that represents the 50% CAGHReseupward baind trajectories ardoroken at particular
years that represent service group splits (node spliige blue trajectory has an underlying 50%
CAGR, but also includdise introduction of new DOCSIS channels specificediyyasidefor 1P

Video (IPV)

2 © ARRIS2013 All rightsreserved.
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Variousthresholds are drawn horizontally repsenting capacity limitations set by the entire

forward band using 25@AM (in black), and the same spectrum examples but offset by channel

OI'T 00 O1T 1O AOGAEI AAT Ao IAEhi©case Ove ktédBhisjtolbRdlotsthath  O! O/
were unavailable todayl hiswas based on 60 analog carriers and 9 additional to account for an

85MHz mid-split for an assumed upstream expansion that takes place over theéan

window. Legacy digital services obviously codxisut the idea here was to capture the offset
fromthealAECEOAT AAOAO j OAIl AAEoq AT A OEA DPixAO 1 £
among capacity management tools.

Of course, any combination of legacy services that add up to 69 channelsroedswould yield

the same answelf-or example, an aflligital downstream broadcasting 200 SD and 100 HD

channels would consume about 60 slotsis is just one exampleany combination of services

can be analyzed and many have besuch as in [4,10Manyspecific customer examples have

also been analyzed in this fashion, and contrary to what the yellow thresholds might indicate,
operators generally do not havenyroom for DOCSIS growttActual thresholds are right on top

of the current state of DOCSIS meumption.However, this discussion is about new capacity

methods more so than bandwidth management [4,1@]e will focus this discussion more on

Ei x ZAO O.1 OO6E6 xA AAT 11 OA AAPAAEOU OEOAOEIT 1 /
, AG6O OAEA A O1 AP OE IFQurd 140 vi2edh asdedd the Adihé welrake Gih A0
the various next generation tool3heaggressivegrowth of traffic versus time whemvaluating
againstthespectri AT 1T OOOAET OO0 111 EO OE OAteddkicataxi§a £ O ( &
logarithmicrepresentationto effectively capture compounding growtfi.hus, 30 dB represents 1

Gbps and 40 dB represents Gbps.Whenever a trajectory crosses a threshold, that threshold

has run out of capacityror the two cases shown here, the best case scenatlotwo splits

(timed differently than shown for some spectrum cases) manages throu§tb6/ears of IP data

growth, without deploying other tools to manage spectrum.

Analog reclamation, Switched Digital Video (SDV), more efficient video encoding, avidd®

are all potential tools to help manage the available capacity for growtte customized use of

the Capacity Management Timeline is precisely for this purposased on an individual

I DAOAOI 080 1 ACAAU OAOOEA A Oh ang fdhiteciute v&ighRA RIOA OE T 1
possible to chart out a migration path that allows operators to project their investment needs

and timing.

IP Video Transition

There are two growth trajectories on the curve, and these represent a couple of ways to think
about and quantify the transition to IP VideBirst, note that IP Video will initially be a simulcast,
and remain so for many yearsegacy services will eexist as the video linep transitions to

3 © ARRIS2013 All rightsreserved.
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availability over the IP network his createsthsoAAT 1 AA OOEI O1 AAOO AAT AxE.
whereby the end state of bandwidth consumption may have an excellent outlook, but the path
to getting there is limited by effectively redundant programming.

The two trajectories represent these two views:

(1) IP growth @ a CAGR of 50% continues to occur, and then on top of that we must add
more DOCSIS channels for the IP Video service

(2) IP growth at 50% CAGR has been driven by streaming video services like Netflix for the
past several years (not conjectur&P% CAGR contues because content that udé¢o
be elsewhere now joins the IP realm.this view 50% captures the IP video transition
already7OEEO EO EOOO OEA T Ax #1'2 cOi xOE OAT CEI

After enough years, as can be seen, the difference becomes very small becasgpetheim
size needed for IPV is fixed and eventually is overwhelmed by persistent, aggressive CAGR.

The number of IP Video channels required can be determined by analyzing the serving group
size, programming linaip, and encoded video bit rates, and unsi@anding the use dynamics of
primary screen, secondary screen, and VOD viewkigo key is a statistical understanding of
viewership learned from years of IPTV and SDV deploymdrsanalysis tool has been
developed that does this calculation, and whishpublicly available at
www.motorola.com/multicastunicastcalculator/

A sample case was run with a large SD and HD programmingipirend high penetration of
DOCSIS service (70%he output is shown in Table 1 belogiter two splits, about 20 DOCSIS
channels are required to meet the IP Video needs (or at one split and 50% penetration early).
This is what is added to the 50% CAGR for the blue trajectory, and it was added as 4+8+8
channels over a period of 7 years.

4 © ARRIS2013 All rightsreserved.
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Growth Contraction?

There is one other line of thought regarding the 50% CAGR grpwttich recognizes that
growth is being driven by streaming vide®his line of thinking is that video quality only
increases to a poirdt which there is no value to improving it [2,7] from a human perception
standpoint.It is not completely settled science when that is, but pretty settled that it is finite.
The notion that an asymptote exists out in the future associated with video/datesumption
(only) is shown by the dashed red line beginning in the year 2021 in Rigure

Total DOCSIS Capacity Required to Deliver Managed IP Video Services
Total Bandwidth Requirements - Case 2

Service Group Size HHP: 125 Peak IP Video Devices / Home: 2.5 Active
Max Video Penetration: 70% At Peak Penetration: 87.5 Homes
Percentage of Video Devices Active at 70% At Peak Viewership: 153 Streams

Peak:

IP Video Penetration of DOCSIS Customers (Half)

14

| I I

5

o l I I I I mm o
0.1% 10% 20% 30 40" 50% BO% 70% BO%: 90 100%

IP Video Penetration of DOCSIS Customers Charts

. Total Downstream Channels @ 100% Unicast

. Potential Channel Savings with Multicast

Table 1Calculating How Many DOCSIS 3.0 Video Channels
There are three principles to this perspective:

(1) Assumingmedia consumption driven bandwidftwe can quantifynaximum video
quality bit rates that have service value.

(2) Recognition that humans have a limited ability to metiisk, in particular with video.

While simultaneous secondary screens during a primary viewing may be common,
humans have limited ability to fats on multiple things at once with comprehension.

5 © ARRIS2013 All rightsreserved.




ARRIS

(3) Use of IP devices/home and tied to residential demographics which are generally
available statistics.

We can also reason that the CAGR engine has been steady for 20 years simply to keep up with
increasingy higher levels of human media experiences:

(1) Alphanumeric characters
(2) Voice

(3) Images (pictures)

(4) Music

(5) Low speed video

(6) SD Video

(7) HD 1.0

The suggestion here is that perhaps the speeds supportive of the best video quality likely to be
practical represent a logic#pering point of CAGR for media consumption as we can fathom it
today. There are obviously lorterm benefits to HFC networks and migration planning if this
does come to pass, as can be concluded by evaluating the implications of the red arrow in
Figurel.We will revisit the implications of this traffic growth philosophy after evaluating our
lifespan growth possibilities enabled by new capacity.

(AOGET C OAO OEA OOACA & O OEA AOAI OAGEIT 1 &
partsdesigned to paint a prettier picture for that objective, how they do so, and how much they
offer.

Capacity Optimization

Theoretical capacity ibased on two variablegbandwidth (spectrum allocatecindthe Signat
to-Noise Ratio $NR. Shannon Capacitis thewell-known limit, and represents thenaximum
error-free rate that can be achieved in additiwdnite Gaussian noise (AWGNKis given very
simply as

C = [B] Log[1+SNR (dB)] (1)

6 © ARRIS2013 All rightsreserved.
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This can actually be even further simplified for cable networkpanticular for the downstream,
relying on high SNR assumption§the SNR is high can be shown that capacity is essentially
directly proportional to bandwidth, B and SN#Xpressed in decib¢tB).

# € f"Y (3.2 jA"QqY T Q

This simplification of Shamon Capacitys accurate asymptotically within less than 0.5% with
increasing SNRbove 15 dB

Clearlyaccording to (2)more capacity is availabigith higher SNR, but with logarithmic
proportionality. For example50% more spectrum yields 50&tore capady, but so does 50%

more SNRHowever, turning a 3@B SNR into a 45 dB SNR is a significant network performance
leap. Nonetheless, it is certainly the case that more SNR means more capanity,

architectures that create higher SNRleeper fiber, digithoptics, home gatewayzg create

potential capacity.

Shannon @pacity is a theoretical concept, and Shannon does not describe either waveform
types or codes to use in his famous treatiBer real systems, of course, we deal in signal
waveforms and modulabn formats to exploit the spectruniThrough this, SNR has two key
practical components:

(1) Improving the link SNR itselyhich translates to modulation format3.he link has many
contributing noise dependenciegarchitectural, technology in the optical ariRlF
network, and equipment fidelity and CPE technology its&lie relationship of evolution
variables to net SNR impact is a comprehensive accounting of these pieces.

2)&1T OxAOA %OOT O #1 OOAAQOET 160 j &w#q OI 1A EI
equations (1) and (2)'he best codes enable a giver@AM format and level of

bandwidth efficiency at a lower SNRYr, alternatively, for a given SNR, the best codes
enable the highest order NDAM formats of the most bandwidth efficiency.

The next section takea look at the foundational elements of maximizing capactyptimally
exploiting the channel using modern physical layer technology tools.

Adding to the Physical Layer Toolkit
M-QAM Formats

41 A Aabke 6ystdins implemera maximum MQAM format 0f256-QAM (8 bps/Hz)
downstream and 64QAM (6 bps/Hz)upstream.Theserepresent upgrades in efficiency from

7 © ARRIS2013 All rightsreserved.
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prior use 064-QAM for digital TWVHownstream and 18)AM upstream. Through archiecture
evolutions (deeper fiber) and technology improvements (optical &ig#lity, DFB return lasers)
cable has already gone through at least one major round of improving bandwidth efficiency, and
most of it many years agdlenty of years have passed since a major technology refresh can pay
dividends.

Figure 2shows the cument modulation profiles and a couple more that are anticipated as
certainties innext generation syemsz 1024QAM and 4096QAM.O bR O x A A Tilés (50201 /E
QAM and 2048QAM, not showr) are assumed eligible candidates as wlellthe figure, all of the
M-QAMformats are shown for aaquivalent uncoded BER1e 8. Since they are 6 dB apart for
each step up in density, theNRs are therefre 28 dB, 34 dB, 40 dB, andd, for 64QAM,
256-QAM, 1024QAM, and 4096QAM, respectivelyAt the very least, the latte(46 dB) should

give pause to the thought of supporting that-RQQAM capability over HFC.

Higher order formats can be constructed and, as we shall see, may be worth considering, but are
not shown.They do not exist in simulation tools at this point!

A comma endof-line HFC cascade performance requirement for digital channels is a 42 dB

SNR with digital channels typically set 6 dB below analog chan@G@®n that 256QAM

requires 34 dB (18) without coding, and up to 4 dB less than this by DOCSIS speighoaith
al.83Annex AOOTI O I EOECAOEIT OOAOUOOAI ETAI OAAAh E
successful with 25AM.In fact, some are likely able to support 16Q#AM robustly using

OEIl El AO OSome)ldb'ev@luafidnd havé® Bdicatés is likely to be the case [9].

However, even just considering HFC SNRs, th& BNRs required of 2048AM (43 dB) and o
4096-QAM (46 dB) clearly indicaextOA OEAI 6 EO 1T AAAOOAOU 161 AAEE
cancome in the formof FEC, archecture modifications, technology improvements, or all of the

above, as long as we can find the dBs necessary to close the link.

A View from the Field

FHgure 3 shows some extremely valuable pioneering work done by a major North American MSO
Z a first of itskind that indicates with a large statistical sample what Cable Modems are telling us
their channel SNR looks like [1&]}ther MSOs are now gathering such statistics as well to help

the industry engage in proper techiagy choices based on real data.

8 © ARRIS2013 All rightsreserved.
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cable modems
in millions
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Figure 3Major MSOCable Modem SNR Distributidd 5]

There are important differences between CM reported SNR and HFC delivered SNR, as we can
easily determine by the delta between the HFCideted 42 dB number (or better) and the SNR
scale in Figure 3’ he most important ones are:

(1) The CM actually measures and reports MER, which includes all impairments on the
channel, all the way to the CM demodulatdihus, it includes the CM contributiorséilf.

Q4EA #-60 AT 1 OOEAOOEIT EO OOOIT T¢Il U AADAT AAT (
a dominant noise contributor at low CM input levels.

(3) The CM was implemented for high performance of Z38M, which is 12 dB less
sensitive than 4096)AM.

(4) The mximum measurement fidelity itself of MER likely in the lowto-mid-40s.

Figure 3 will prove valuable in defining QAM formats and techniques to optimize their use.
While the absolute SNR numbers may be biased towards lower values relative to a new
generdion of technology and architecture evolution, the spread of the distribution is illustrative
of the variation across the network that can be better exploited for capacity management.

The Magic of FEC

Advances in FE@ave straightforward PHY design effedetter FEQeduces the SNR
required to achieve a particul@AM format, increasingpbandwidth efficiency andhroughput
for a given link performancet T A A U6 édeGamily is Low Density Parity Check Codes
(LDPC)LDPC codes have been mathematicalpund for many yearddowever, as has been

10 © ARRIS2013 All rightsreserved.
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the case with other codes (e.g. Re&blomon), they have came into vogue as the speed of
computation has become sufficient to enable r¢athe operation of these extremely resource
intensive large block size coderhe first standard to define an LDPCdsowas DVES2 in the
early 2008, but since that time codes from the LDPC family have become part of G.hn,
MoCAO, WiMax, WAFi, and DVBC2, among othersThe reason is simplethey get closest to
the Shannon boundmaximizing capacity, and effent ways to implement them cost
effectively are now available.

In Figure 4we show the DVEC2 family of LDPC codes [1&jdthe M-QAM potentialavailable,
including 64QAM through 4096QAM. Observe the SNR requiremenénabledby LDPC under
theO( ECEAOO #1 AA 2 A@BDThest akethle heardt ap@iesS-gppI€sA |
comparisons to the error correction scheme used by J.83B downstream today.

Thetrue power of LDPC can be seenthe SNRs required to deliver vanishinfgiw error rates

in Figure 4 and Table Zable 2summarizesthe SNR gains available for the QAM profiles

compared to theuncoded case [6]The FEC, of course, comes with a 10% efficiency penalty (for

the 90% codeate). However, 10% efficiency hior 9-11 dBof SNR gain is a powerful traef 7
onetenththe SNR tolerated for this small loss of efficienthe 46 dB of uncoded 4099AM

SNR previously mentioned, for example, reduces to 35 dB as shown in Figpretty

impressiveThe 311 dBrangeof SNR advantagen Table 4sa testament to the power of LDPC
codes7A xEI 1l Aii PAOA OEEO Oi OT AAUGO Al x1 OOOAAI

11 © ARRIS2013 All rightsreserved.
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DVB-C2 ModCodsvs SNR as simulated by ReDeSign
1024-QAM: 25 dB/27 dB/30dB @ k/n = (75%, 83%, 90%)
4096-QAM: 32.5dB/35dB @ k/n = (83%, 90%)

Reference: e
e R NS s Nibs
advanced s I )\ N \\\-\\
romumienana o mmme BT ALY
1024,9/10 —%— 4
Rebesiant = a5 ]
orrota 0 o [ 7 IT
0 e |
~— |
la-6 16,4/5 —o— L‘ !
le-7 A A A'
"0 s 15 20 25 30 35
SNR
Highest Code Rates (dB)

Figure 4 Bandwidth Efficient MQAM Enabled by LDP

As impressive a$able 2 may look, MQAM constellation pictures truly put the role of FEC into

perspectived I AT DE A OE U Ave énBvEtiie cdbéteNafidhsAdh X022AM and 4096

s~ A o~ X -

(error free) performance in FigureBigureY EO OEA OPEAOOOA EO x1 OOE A
of Table 2jllustratingthe power of FEC tolean up what is quite an incoming mess.

Uncoded LDPC SNR
DVBC2 @ =, s oen =z
~1e8 90% O' AEIT o
64-QAM 28 19 9
256-:QAM 34 24 10
1024QAM 40 30 10
4096-QAM 46 35 11

Table 2:Coding Gain of LDPC FEC

12 © ARRIS2013 All rightsreserved.
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Figure 5Amazing Error Free: The Power of LDPC Forward Error Correction

FEC It How Does it Do That?

We can precisely identify the dB of FEC advantageR®C versu® 1 AAU8 O ) 45 *8nQ !
downstream (as well as for thepstream). Refer to Figure §1].

In Fgure 6 (simulations byintel),we can compare SNR vs. Code Rate for the old and new FEC
choices For the downstream, J.83Brange) can be compareagainstthe DVB-C2 short(red)

and long(blue) codewordThe plot is based on 25QAM, with the expectation that similar
relationships will hold for other MQAM formats for a weltlesigned codeNote that J.83Annex

B doesot actually have variable codate, but varying the Ree@olomon code rate enables a
relevant and straightforward simulation while allowing apptesapples code rate comparisons.

Figure 6dentifies how with LDPCalone,we could actuallynanage a tweorder increase in
modulation profilez a 6 dB theoretical SNR gapusing a combination of the code family and
code rate, if this were desirable, as follows:

1 Labeled by the orange crosshair and bracket, LDPC at the same code rate provalgs ab
3.2 dB of SNR gain (red brackegmpared to J.83BA 3dB change is roughly the
equivalent of onéhalf-stepmodulation order, such as 258AM to 512QAM.

1 At the cost ofefficiency, by reducing the code rate by about%@o 80%), another 2.7
dB can le gained for a total of 5.9 dB, or nearly 6 dB (green bracket and horizontal
arrow).

13 © ARRIS2013 All rightsreserved.
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Thus, a little more than 3 dB comes from the change in code family, and the rest comes from a
10% drop in the code rat&ince the code rate is an efficiency reductisame or the rest of the
difference to get to a 6 dB difference, such as-Z»M to 1024QAM, might instead be made

up, for example, with architecture or technology evolution in the HFC network.

30
=+=DVE Long
8 —a—[VB Short
28 ® MoCA Long
’ .//®‘ ¢ MeCAshort
~-1838 4mm
% 26 32 dB == 834 (RE-only)
5 75 m A =i LJ/5 RS5(255, X)
e 24 1 Two QAM orders (6 dB)
—_ -J.83vs. LDPC
23 * -Lower Code rate
-ArchitectureSNR
= 2.7 dB
22 I |
21 —
D e - 2
20 Code rate
0.70 0.75 0.80 0.85 0.90 0.95 1.00

Reference Mission is Possible: An Evolutionary Approach to Gigidbaits DOCSIS, 2012 Cable Show Spring Technical Forum
Figure 6L.DPC vs. J.83 Annex B Comparison (Downstream) [1]

We can perform the same analysis for thgstream, as shown in Figure 7[4]] AAU8 O ODPOOOA
doeshave a selectable code rat€he cases for t=10 and t=16 symigokrectingare shown in the

simulation €ourtesy of Intel) We showtwo MoCAO codes and comparto the MoCA short

code. The availability of shorter codeword sizes is essential to match the upstream packet size
distribution.

14 © ARRIS2013 All rightsreserved.
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Figure 7LDPC vs. Ree8olomon Upstream Comparison (Upstream) [1]

As Figure 7 shows, we can agawork out the potential for atwo modulation order
improvement Using the MoC® short code (blue diamond), weote that the SNR requirement
is (4.9 + 1) = 5.9 dB lower than the t=10 error coimgcihiscomes at the cost of lower code
rate (by 17% significant) and thus lost efficiencylhe efficiency loss when comparing the MoCA
long codeto the t=16 caseés much less (2%), but wad not achieve 6 dB, only 4 dBlowever,
we might consider upstream technology or artgcture improvement that offers2 dB d
additional SNR link budget to close the gap.

Since the upstream optical technology tends to be the dominant factor in the upstream SNR,
the ability to directly affect the upstream bandwidth efficiency is more straightforward than the
downstream.Head-end de-combining is another area where instantly accessible dB can affect
the upstream bandwidth efficiency potential.

M-QAM, FEC, SNR: Connecting the Dots

With knowledge of both lower MQAM thresholds enabled by LDPC FEC, and agedhtified
awareness ofhe SNR on the receiving end by fielded cable modems, we can connect the dots
between the two to examine the potential for new downstream capadtigure 8 shows the

two together to begin this comparison [16].
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The Figure 3 distribution on the lower righa classic Gaussian bell cughows an average of
about 36.5 dB and asZsariation of about 3 dBThis puts over 95% of the measured modems
from this large sample between 33.5 dB and 39.5°@B )

DVB-C2 ModCods vs SNR as simulated by ReDeSign
1024-QAM: 25 dB/27 dB/30 dB @ k/n = (75%, 83f, 90%)
4096-QAM: 32.5 dB/35 dB @ k/n = (83%, 90%) :
,M el I 4096-QAM
TINTNISNN
HIRSEDEEE =
- | 4
e 111 ] U | [2560am |
R W
' l
B L [—]
3 ] 64-QAM
’ 2048QAM @ 90%
- LDPC:32dB  |______ .
o 5 10 L - H HFC Channel CCN
Reference: Performance evaluation of advanced modulation and char :
coding , 30 November 2009, ReDeSign — 217014 cable modengs
in millions |
5 I
5 1
L~

l

98% of CMs

<Measure > 32 dB

CMsactually report MER -

O 29 31, 33 35 37 39 41 43
Wh|Ch |ncludes current CM downstream signal to noise ratio in dB
implementationosses

Reference: http://www.ieee802.org/3/bn/public/marl3/howald_3bn_01_ 0313.pdf
Figure8M-1! - 01 OAT OEAT " AOA MER Gharatteristibs[10 - AAOOOAA

The Figure 4 QAMFEC simulations repeated in Figure 8 do not include the steg
constellations However, they are easily estimated, and in this case the estimate for-ZD4igl
for the 90% code rate would be that it is 3 dB lowaart the 4096QAM SNR requirement of 35
dB, or 32 dBOn the CM distribution curve, this represents a performance achieved by about
98%o0f the modemsThis shows, not surprisingly, that using only 28M leaves potential
capacity on the tableNote that 2%-QAM @ 90% DVEBC2 LDPC requires a 24 dB SNR, which
only reemphasizes the point.

Of course, this does not account for added operator margin required for robustAess.

substantial margin is used by field technicians to guarantee a robus{2%8! downstream

today. Figure 6 shows the 27dB of SNR required for 258AM in the J.83B downstream.
AUPEAAI T URh THPAOAOI OO xEIIT 1TTTE O TAOAET AAT O(
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A AOOOT I A Odvéwilkaddress the Maygindopic mospecifically in a subsequent

discussion about downstream optimization, as we anticipate that this paradigm will change.
However, for now, we can recognize that usinggg®PD OAAAG O 11T xAO 3.2 AACA
Figure8, and subtracting the equivalet5dB margin we are left with 26 dB as an SBRsed

on Figure 4, thisvould support 1024AM with a code rate close to 80%.

, AOOT Uh 11 OA OEA O(&# #EATT A1 ##. 06 GCNAdls AT A
for Composite Carrier to Noiseceounting for both AVEN and digital distortion buildip which

looks like AWGN from a noise floor perspectiitas the HFC plant equivalent of SNRuis line

describes what the plant can deliver at end of line (E®lipimum performance of 42 dB has

previously been mentioned, while typical performance is higlserch as that shown her@he

point here is that the HFC channel, if properly implementedialimiting capacity from an SNR

(CCN) perspective.

In summary, it should be obwis that 256QAM is ot the bestcase bandwidth efficiency

possible in the downstreanMore bps/Hz are available if we desire to chase after them.

Moreover, somef the most important capabilitieso obtain these bits is already in place, in

particular around the HFC channalality, as is understood in terms of minimum EOL today,

and even as reported by the CM SNR data in Figué8h accounts for a broader set of

variables which will only improve with architecture and technology evolutidrerefore, if we

need more bitsthey are not far fromreach. T Ah A0 &ECOOA X Ei bl EAOR O
OEAi 6 EAO Al OAAAU AAAT A1 OxAOAAS

The Role of OFDM

An element hidden by the capacity equati®im (1) and (2) is the accuracy of a constant, static,
and spectrally flat assumpin of SNRIn many systems today particularly wirelesg the SNR

can be quite dynamic when moving throughout a cell, for exanigeother channels, such as
cable, it is not particularly dynamic, but does vary across the area it serves both geogrphical
and with respect to frequency of operation.

Also, the frequency response of the channel has large implications on the receiver design and its
ability to perform close to the spectral efficiency that the channel SNR suggests it should

achieve For wirekss, moving across a cell in a metro area creates a difficult -padi

environment.In cable channels, a wide range of ripple and slope may exist due to static channel
multi-path (micrareflections in cablespeak) conditions as well as due to the natafdaving a
multi-octave RF distribution network and serving uncontrolled home coaxial architectures.

Variable and unpredictable channel conditions apecifically where multcarrier systems (e.g.
OFDM) come into playl'he fundamental DM concept is shen in Figures 941.
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The fundamentally different characteristic of OFDM is replacing classic stayiger QAM, such

as the 6 MHz and 8 MHz channels used today for nearly all QAM signals on the cable, with many
narrower, subcarriers, and sending these saviers in parallelThis is depicted in Figure 9.

Narrow means kilohertzype of narrow.As a practical example, 10 kHz subcarriers would mean

there are 600 of them inside a6( U O1 1T Of A1 6 AEAT 1T AAsinGihgieCarrieri . T O
technology, the subcarriers themselves carry QAM, which is why we study QAM modulation

formats in detail regardless of RF waveform typethe ideal AWGN environment, the two

techniques perform equivalently.

The other uniquely interesting OFDM characteristic is ttke narrow subcarriers overlap by
design, as shown in Figure Bhey get away with thisc{early, classic frequency division
multiplexing, or FDM, could nptoymaintaining a relationship among subcarriers that connects
their spacing to the symbol rate gbat they remain orthogonalldeally, orthogonality ensures
that, by the nature of the waveform integration during demodulation, subcarriers do not
interfere with one another.

BChm;'h zohe.ni.com

an

Many (Bw) Individual Sub-Channels S
ingle

Narrowband ( , / \\ |
5 : — Wideband

QAM Carriers — |} B | _ 1 |

100’s to 1000’s .V / | \/ \ \/ % QAM Carrier

Frequency

Bandwidth (Bw) = 1/ Symbol Rate (Rs)

Figure 9 The Multicarrier (OFDM) Concept: Frequency Don{ad]

Inthetimedd AET h OEEO OUAOI ET OAOEAOAT AA6 NOAI EOQU E
(detection) over the period shown for one of the subcarriers has the others summing to zero.

Figure 11 shows the frequency and time aspects togethAkisubcarriers are seim parallel

AOOET ¢ A OUi ATl OOAT Oi EOOGETTh AT A OEA DPOT AARAOO
transmission.
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Figure 10The Multicarrier (OFDM) Conceg@rthogonality in the Time Domain [13]

Subcarriers

OFDM
modulation

.....

i :Frequency

Figure 110FDM- Frequency and Time Domain [19]

The nexttransmission does not immediately follow the first (at least in terms of payload

transmissionY this is one of the fine details of OFDM system design we will not get into here,

AOGO xEEAE AAAT O xEOE EI x [/ &$- A£EANAIBEDSEsU DA O/
xEAO EO AAIT T AA A OAUAI EA DPOAEE®@O j #@ah O AAI Al
window.

The whole OFDM idea sounds unnecessarily complex, and indeed this was once thdlease.
FEC, the multcarrier concept was invented byilhiant engineers who noted many of the
potential benefits reaped from this approach to accessing a channel many years before the
implementation became practicallVe will not get into implementation details, but OFDM was
largely made practical, and actugplquite simple, with advances in rediine computing power
than enabled wideband, higkpeed, high resolution FFTs that could be processed inthes.
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Shannonizing with OFDM

A good way to interpret the OFDM approach in terms of its capagigximizing dfect is to o .
xOEOA OEA A@POAOGOEIT &£ O AAPAAEOU E i wq ET Ol
# € jexAarAqQr 0 AAEAR)(j AEQ T . AAQY

Here, instead of bandwidth, we have used a summabbspectrum chunks using set of small
AOANOAT AU E4BAOAOAIT DitsientsliEithe BarEwidth available, Bstead of

SNR, we have broken it down into its components: signal power (P), noise power (N), and

channel response (H)each also over small £ E 1 A MbiladiteOOBE AL OADPOAOGAT C
width of one OFDMsubcarrier.

The total capacity above then simply thesummation of the individual capacities of chunks of
spectrum.The purpose of the form used in (3) is to recogined channelsmay not havea fixed
SNR characteristic, such as due to expected-flahfrequency response variations and
uncharacterized spectru’A AT OA  OEGHYdwWhA Gand.In this case, the capacity of a rot
flat SNR region can be calculated by looking at it in small chthmks because of their narrow
width, themselves approxima flat channelsA similar argument applies when there is, for
example, interferenceThe dfected OFDM subchannels will have a lower SNR (in this case
S/(N+1).This flexibility is &ey advantge of multicarrier modulation such aFDMgz very
narrow chanels, each of which can be individually optimized.

For a single carrier transmission, it becomes increasingly diffioulivider and wider channets
achieve the same effect without complex, and sometimes impractical equalization techniques
and interfaence mitigation mechanismr, in the case of DOCSIS, it becomes impractical to
channetbond more and more singlearrier channels without incurring excessive complexity
and inefficiency.

The longform capacity eqgation above demonstrates why OFDisloften better suited to
achieving the best throughput possihlas compared tgingle-carrier techniques in channels
with pooror unknownfrequency response, and in particularhen that response is time
varying.

The HFC downstream is typically very high Shifd generally welbehaved However, it can be
subject to large broadband frequency response variations when signal reflections arerhigh.
downstream is also increasingly susceptible to 4G interference as these deployments increase,
as well as interfenece sources that have existed for yeddaitside the current downstream

above 1 GHzplants are likely to vary widely as there are no requirements to be met or
equipment specifications that can besed to help define the spectrum, though the coaxial leab
medium clearly can be exploited beyondsHz.
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Inthe upstreamthe channel is much less predictable tharthe downstream, particularly at the

low end of the band, and burst noise events are more prevalent than in the downstream.
Furthermore, the upsteam is as likely if not more so than the downstream to see a bandwidth
extension into new territory, such as 85 MHz and even to 200 Mbi&ever, because of its
OFOTTAITET c6 AOAEEOAAOOOAR ET OAOEAOAT AA nODEAOD
today may impact the channel for all in the upstream when the diplex is adjusted for more
upstream spectrumThe FM radio baghis the most obvious candidatshould the upstream

extend beyond 85 MHZ he interferenceprotection properties of OFDM will bealuable in this

case, as it is in the troubled part of the return band today.

Note that in the upstream, the likely muitiarrier candidate is actually OFDMA, or Orthogonal
Frequency Division Multiple AcceSshe principles of the signal waveform are tseme, but in
the case of OFDMA, different suthannels can be allocated to different users simultaneously,
an attribute important toefficient use of the upstreanthe difference between OFDM and
OFDMA is shown in Figure Me will generally us& O OBDM&o refer to the technologyri
both upstream and downstream.

OFDM OFDMA

sub-carniers

sub-channels

Tirme

Figure 120FDM vs. OFDMA [12]

As discussed previsly, supporting more bandwidtefficient M-QAM profiles over HFC has
little to do with whether we are discussing single carrier QANDBDMQAM. When it comes to
SNR(AWGN) system performance is identicdl. & $ - nGo€ valuable HF@le is toovercome
frequency response characteris and unknown channel quality and manage interference
conditions to yield the best probability of maximu8NR exploitation for capacity. Very
wideband (highspeed) operation is also a major plittistorically, OFDM applications have been
linked by this common thrediz unknown or poor RF channetsand the benefits it provides in
those cases are being broughd the cable environmentin the downstream, thenost
guestionable spectrum would be the band above 1 GHz, and in the upstreaemtine channel

is more suspect, but especially s€6 MHz.
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Relative to bandwidth above 1 GHz, Figd®{1], shows the rangef insertion loss
characteristics of various models obmgletaptype aboveX ' (U &£ O OX ‘'I(isUé6 ODPA
clear that any given tap, much less a cascade of,tejisbe highly unpredictable from system to
system, and even from RF leg to R§ ie the same system.

Supplier B 27dB 8-Way Tap
Insertion Loss vs. Frequency: All Ports

esertontoss (48]

Figure 13Unpredictable Frequency Above 1 GHz [1]

There are other important OFDM benefits not associated with system performa®ome of
these are listed in Table 3.

The secongointin Table 3s perhaps the next strongest argumnt for OFDM for HFGalbeit it a

N s o~ A £ o~ N

the next cecade, the granular spectrum managemestiabled by OFDMhrough flexible
subcarrier allocation (using some but notgllbcarriers) ia valuable tool when wa&ing around
a full band of legacy spectrum.
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Why OFDM?

OptimizesChannel Capacityin
particular forunknown,
uncharacterized, and hostile
interference channels

Granular spectrum allocation
beneficial during band plan and servic
transitions

Multiple sources of supphand likely
cable investment

Consistency witlother standardsand
cable network extensions (wireless,
EPo¢

OFDM + LDP® Layer 1 as IP is to
Layer 3¢ likely final RF step (little more
capacity worth exploiting)

Implementation complexity favors
OFDM over TDMfor wideband
channels with linearity distortions

More Spectrally EfficienWideband
Channel tharNxFDM 2-D Multiple
Access (OFDMA)

Table 3Why Cable OFDM?

Other points in Table 3 worth mentioning incluttee increasing ability to do computationally
complex operations in real tim&®FDM implementatiory once the major obstacle has
become astrength through IFFT/FFT functiatity that forms the core ofransmitand receive
operations.

This implementation advantage leads to one of the final strpbgsinessoriented arguments
for OFDM. As an ecosystem, theumber of suppliers of OFDkchnology and theangeof
industriesengaged in it enlarges the pool of technologgsources and leveragéremendous
economies of scalélhe wireless industry and Home LAN products in particular befiresent
very high volume applications.

Impairments Single Carrieemnd OFDM

OFDM puts a different signal type on the wire, and because of that it responds differently to
some of the common impairmentsf cablez unique (CTB/CSO) or otherwise (additive
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interference, phase noise)Ve mention these two important ones here, but for a fuller
treatment refer to [6].Anunderstanding of the differences will be critical to properly specifying
and openting OFDM on the cable channahd analysis of these effectsongoing.

CW Interference

Single carrier techniques combat narrowband interference through adapfiitering and

equalization mechanism€FDM, on the other hand, deals with narrowband interference by

avoidance! 1 OT h xEAO T AU AA O1 AOOi x6 A O A OEITCI A A
relative to an OFDM subcarridfigure 14 shows OFDM impinged upon by two interferer types

a CW carrier and a modulated waveformsome unspecified bandwidtthat is similar to)OFDM

subcarrier spacing.

SubcarrierSpectrum (Two Adjacent Subcarriers)

o AN AT [orom
55 J/ e (T .| Subchannels
Y | ( ;‘ /!""A‘.\i / \‘ ¢

[

-30

-40
) J | \
-60

Figure 14Interference as Seen by OFDM

Subcarriersmposed upon by an interferer can belled or modulated with anore robust
modulation profile.The effect is a capacity loss, but generally a modestlmeeause only a
limited number are affectedCompared to SEQAM, OFDM offers graceful degradation via lost
capacity, as opposed to a thresholding effect at some intolerable level of interferdiie.

could be viewed as botbro and a conSGQAM, for exanple, may find low levels of
interference essentially invisible from a detection perspective, a scenalbrepresented by
analogCSO/CTRlistortion beats in the forward path.

CTB and CSQvhen analog video is preseralso have more of a deterministiaglity z always
preferredz in location, level, and whether they will even be present or R@jure 15 compares 6
MHz SCQAM and OFDMQAM with respect to CTB/CSO interferers.

Two key characteristics stand out:
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(1) Distortion beats are no longer necessarilyrrtav relative to the subcarrier bandwidth, on
average.The distortion bandwidth and amplitude vary slowly, however, and these
peaking effects can have wedbcumented implications for QAM performance and
interleaver depth.

(2) Beat amplitude is much higher @ive to SCQAM since each subchannel is a small
fraction of the total signal power in, for exampleMiHz. For the 600 subcarriers per 6
MHz example, this is 27 dBo, CTB/CSO of 53 dBc is now 25 dBclthat is just the
average, not including its amplide modulation characteristiclearly, for OFDM, the
FEC will be required to deliver errisee bandwidth efficiency.

Figure 15CTB/CSO InterferenceSGQAM vs. OFDMQAM

OFDM system design and choice of parameters for the error mitigation subsystemsad to
overcome interference in the channel whether the mechanism is distortion beats or additive
interference.The latter is being observed in some cable systems in LTE bands.

Phase Noise
OFDM creates an interesting scenario with respect to phaseenégradationA typical
assumptionfors@ ! - EO OOI 1 xThe eRdetSi2étral mhsEi©Ids8 importgranly

the untracked rmgphasenoisematters. For OFDM, with many narrow saérriers,the phase
noise mask will typically extenoeyondthe sulchannel bandwidthFigure 16hows a
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