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Introduction  

Cable operators have seen downstream bandwidth grow at 50% per year (CAGR) for many 
consecutive years. The trend, often referred to as .ÉÅÌÓÅÎȭÓ ,Á×ȟ ÈÁÓ held firm for the 20+ years 
and will be assumed to be a relevant guideline for assessing the future, along with variants we 
shall discuss. There are reasonable arguments for long-term limits of media consumption [2,7] 
that we will consider, although predicting applications has been difficult, and services not yet 
foreseen may keep the trend alive beyond media consumption. 

Cable operators manage this persistent growth under the spectrum constraints of their current 
legacy service offerings, mostly video, which consume the vast majority of the total available 
spectrum. Tools for improved bandwidth efficiency are used to balance the growth of legacy 
services such as HD and VOD as data traffic is increased. Tools and strategies are outlined in 
[4,10]. 

Recently, the industry initiated the DOCSIS 3.1 effort, which has an objective to achieve at least 
10 Gbps of downstream and 1 Gbps of upstream. This is another major tool for enabling this 
continued growth, and places cable on par with PON targets, while network migration steps can 
deliver similar average user capacity. 

In this paper, we will take a look at the service growth challenge with an analysis tool concept 
designed to quantify the problem, introduce and describe in detail the architecture and 
technology evolutions in play to handle projected requirements, and then revisit our analysis to 
assess what these can accomplish against this growth. 

The Capacity Management Timeline 

A sample analysis representative of the issue facing MSOs can be charted on a Capacity 
Management Timeline as shown in Figure 1.  
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Figure 1: A Capacity Management Timeline Guides Service and Architecture Evolution 

Figure 1 shows various threshold lines drawn that represent the point at which capacity of that 
particular configuration quantified by the threshold line is exhausted. The purpose of this paper 
is to look at the technology and techniques available that move such thresholds higher to allow 
more growth, and consider elements that are favorable from a lifespan point of view that affect 
the trajectories themselves.  

So that we can fully appreciate the information in Figure 1 for later use, we will briefly detail the 
concept of the Capacity Management Timeline. This visual analysis approach allows operators 
to understand the timing implications of Compound Annual Growth Rate (CAGR) and service 
evolution. Understanding what it portrays is necessary to make a comparison of the before-and-
after of the topics discussed throughout the paper. 

The Intersection of Traffic, Services and Architecture 

The growth of IP data (DOCSIS) is shown by the red and blue trajectories trending upward with a 
slope that represents the 50% CAGR. These upward bound trajectories are broken at particular 
years that represent service group splits (node splits). The blue trajectory has an underlying 50% 
CAGR, but also includes the introduction of new DOCSIS channels specifically set aside for IP 
Video (IPV).  
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Various thresholds are drawn horizontally representing capacity limitations set by the entire 
forward band using 256-QAM (in black), and the same spectrum examples but offset by channel 
ÓÌÏÔÓ ȰÎÏÔ ÁÖÁÉÌÁÂÌÅȱ ÆÏÒ ÇÒÏ×ÔÈ ɉÙÅÌÌÏ×ȟ Ȱ!ÖÁÉÌÁÂÌÅȱɊȢ In this case, we limited this to 69 slots that 
were unavailable today. This was based on 60 analog carriers and 9 additional to account for an 
85 MHz mid-split for an assumed upstream expansion that takes place over the ten-year 
window. Legacy digital services obviously coexist, but the idea here was to capture the offset 
from the all-ÄÉÇÉÔÁÌ ÃÁÓÅÓ ɉȰÂÌÁÃËȱɊ ÁÎÄ ÔÈÅ ÐÏ×ÅÒ ÏÆ ÔÈÅ ÁÎÁÌÏÇ ÒÅÃÌÁÍÁÔÉÏÎ ÓÔÅÐ ÆÏÒ ÃÏÍÐÁÒÉÓÏÎ 
among capacity management tools.  

Of course, any combination of legacy services that add up to 69 channels consumed would yield 
the same answer. For example, an all-digital downstream broadcasting 200 SD and 100 HD 
channels would consume about 60 slots. This is just one example ɀ any combination of services 
can be analyzed and many have been, such as in [4,10]. Many specific customer examples have 
also been analyzed in this fashion, and contrary to what the yellow thresholds might indicate, 
operators generally do not have any room for DOCSIS growth. Actual thresholds are right on top 
of the current state of DOCSIS consumption. However, this discussion is about new capacity 
methods more so than bandwidth management [4,10]. We will focus this discussion more on 
ÈÏ× ÆÁÒ Ȱ.ÏÒÔÈȱ ×Å ÃÁÎ ÍÏÖÅ ÃÁÐÁÃÉÔÙ ÔÈÒÅÓÈÏÌÄÓ ÏÎ &ÉÇÕÒÅ ΧȢ  

,ÅÔȭÓ ÔÁËÅ Á ÓÎÁÐÓÈÏÔ ÏÆ ÔÈÅ ȰÔÏÄÁÙȱ ÓÔÁÔÅ ÆÒÏÍ Figure 1 so we can assess the gains we make with 
the various next generation tools. The aggressive growth of traffic versus time when evaluating 
against the spectruÍ ÃÏÎÓÔÒÁÉÎÔÓ ÌÏÏËÓ ÔÈÒÅÁÔÅÎÉÎÇ ÆÏÒ (&#ȭÓ ÓÕÓÔÁÉÎÁÂÉÌÉÔÙȢ The vertical axis is a 
logarithmic representation to effectively capture compounding growth. Thus, 30 dB represents 1 
Gbps and 40 dB represents 10 Gbps. Whenever a trajectory crosses a threshold, that threshold 
has run out of capacity. For the two cases shown here, the best case scenario with two splits 
(timed differently than shown for some spectrum cases) manages through 6-8.5 years of IP data 
growth, without deploying other tools to manage spectrum.  

Analog reclamation, Switched Digital Video (SDV), more efficient video encoding, and IP video 
are all potential tools to help manage the available capacity for growth. The customized use of 
the Capacity Management Timeline is precisely for this purpose ɀ based on an individual 
ÏÐÅÒÁÔÏÒȭÓ ÌÅÇÁÃÙ ÓÅÒÖÉÃÅÓȟ ÇÒÏ×ÔÈ ÅØÐÅÃÔÁÔÉÏÎÓ ɉÄÁÔÁ ÁÎÄ ÖÉÄÅÏɊȟ and architecture variables, it is 
possible to chart out a migration path that allows operators to project their investment needs 
and timing. 

IP Video Transition 

There are two growth trajectories on the curve, and these represent a couple of ways to think 
about and quantify the transition to IP Video. First, note that IP Video will initially be a simulcast, 
and remain so for many years. Legacy services will co-exist as the video line-up transitions to 
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availability over the IP network. This creates the so-ÃÁÌÌÅÄ ȰÓÉÍÕÌÃÁÓÔ ÂÁÎÄ×ÉÄÔÈ ÂÕÂÂÌÅȟȱ 
whereby the end state of bandwidth consumption may have an excellent outlook, but the path 
to getting there is limited by effectively redundant programming. 

The two trajectories represent these two views: 

(1) IP growth at a CAGR of 50% continues to occur, and then on top of that we must add 
more DOCSIS channels for the IP Video service 

(2) IP growth at 50% CAGR has been driven by streaming video services like Netflix for the 
past several years (not conjecture). 50% CAGR continues because content that used to 
be elsewhere now joins the IP realm. In this view 50% captures the IP video transition 
already ɀ ÔÈÉÓ ÉÓ ÊÕÓÔ ÔÈÅ ÎÅ× #!'2 ÇÒÏ×ÔÈ ȰÅÎÇÉÎÅȢȱ 

After enough years, as can be seen, the difference becomes very small because the spectrum 
size needed for IPV is fixed and eventually is overwhelmed by persistent, aggressive CAGR.  

The number of IP Video channels required can be determined by analyzing the serving group 
size, programming line-up, and encoded video bit rates, and understanding the use dynamics of 
primary screen, secondary screen, and VOD viewing. Also key is a statistical understanding of 
viewership learned from years of IPTV and SDV deployments. An analysis tool has been 
developed that does this calculation, and which is publicly available at 
www.motorola.com/multicast-unicast-calculator/. 

A sample case was run with a large SD and HD programming line-up and high penetration of 
DOCSIS service (70%). The output is shown in Table 1 below. After two splits, about 20 DOCSIS 
channels are required to meet the IP Video needs (or at one split and 50% penetration early). 
This is what is added to the 50% CAGR for the blue trajectory, and it was added as 4+8+8 
channels over a period of 7 years.  

  

http://www.motorola.com/multicast-unicast-calculator/
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Growth Contraction? 

There is one other line of thought regarding the 50% CAGR growth; which recognizes that 
growth is being driven by streaming video. This line of thinking is that video quality only 
increases to a point at which there is no value to improving it [2,7] from a human perception 
standpoint. It is not completely settled science when that is, but pretty settled that it is finite. 
The notion that an asymptote exists out in the future associated with video/data consumption 
(only) is shown by the dashed red line beginning in the year 2021 in Figure 1. 

Table 1: Calculating How Many DOCSIS 3.0 Video Channels 

There are three principles to this perspective: 

(1) Assuming media consumption driven bandwidth, we can quantify maximum video 
quality bit rates that have service value. 

(2) Recognition that humans have a limited ability to multi-task, in particular with video. 
While simultaneous secondary screens during a primary viewing may be common, 
humans have limited ability to focus on multiple things at once with comprehension.  
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(3) Use of IP devices/home and tied to residential demographics which are generally 
available statistics. 

We can also reason that the CAGR engine has been steady for 20 years simply to keep up with 
increasingly higher levels of human media experiences: 

(1) Alphanumeric characters 

(2) Voice 

(3) Images (pictures) 

(4) Music 

(5) Low speed video 

(6) SD Video 

(7) HD 1.0 

The suggestion here is that perhaps the speeds supportive of the best video quality likely to be 
practical represent a logical tapering point of CAGR for media consumption as we can fathom it 
today. There are obviously long-term benefits to HFC networks and migration planning if this 
does come to pass, as can be concluded by evaluating the implications of the red arrow in 
Figure 1. We will revisit the implications of this traffic growth philosophy after evaluating our 
lifespan growth possibilities enabled by new capacity.  

(ÁÖÉÎÇ ÓÅÔ ÔÈÅ ÓÔÁÇÅ ÆÏÒ ÔÈÅ ÅÖÁÌÕÁÔÉÏÎ ÏÆ ÌÉÆÅÓÐÁÎ ÏÂÊÅÃÔÉÖÅÓȟ ÌÅÔȭÓ ÎÏ× ÌÏÏË ÁÔ ÔÈÅ ÃÏÍÐÏÎÅÎÔ 
parts designed to paint a prettier picture for that objective, how they do so, and how much they 
offer. 

Capacity Optimization 

Theoretical capacity is based on two variables ɀ bandwidth (spectrum allocated) and the Signal-
to-Noise Ratio (SNR). Shannon Capacity is the well-known limit, and represents the maximum 
error-free rate that can be achieved in additive white Gaussian noise (AWGN). It is given very 
simply as 

C = [B] Log2 [1+SNR (dB)]  (1) 
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This can actually be even further simplified for cable networks, in particular for the downstream, 
relying on high SNR assumptions. If the SNR is high it can be shown that capacity is essentially 
directly proportional to bandwidth, B and SNR expressed in decibels (dB): 

# Є ɍ"Ɏ ɍ3.2 ɉÄ"ɊɎ Ⱦ Ω (2) 

This simplification of Shannon Capacity is accurate asymptotically within less than 0.5% with 
increasing SNR above 15 dB.  

Clearly according to (2), more capacity is available with higher SNR, but with logarithmic 
proportionality. For example, 50% more spectrum yields 50% more capacity, but so does 50% 
more SNR. However, turning a 30 dB SNR into a 45 dB SNR is a significant network performance 
leap. Nonetheless, it is certainly the case that more SNR means more capacity, and 
architectures that create higher SNR ɀ deeper fiber, digital optics, home gateways ɀ create 
potential capacity. 

Shannon Capacity is a theoretical concept, and Shannon does not describe either waveform 
types or codes to use in his famous treatise. For real systems, of course, we deal in signal 
waveforms and modulation formats to exploit the spectrum. Through this, SNR has two key 
practical components: 

(1) Improving the link SNR itself, which translates to modulation formats. The link has many 
contributing noise dependencies ɀ architectural, technology in the optical and RF 
network, and equipment fidelity and CPE technology itself. The relationship of evolution 
variables to net SNR impact is a comprehensive accounting of these pieces. 

(2) &ÏÒ×ÁÒÄ %ÒÒÏÒ #ÏÒÒÅÃÔÉÏÎȭÓ ɉ&%#Ɋ ÒÏÌÅ ÉÎ ÃÁÐÁÃÉÔÙ ÉÓ ÐÌÁÙÅÄ ÏÕÔ ÔÈÒÏÕÇÈ Ȱ3.2ȱ ÉÎ 
equations (1) and (2). The best codes enable a given M-QAM format and level of 
bandwidth efficiency at a lower SNR. Or, alternatively, for a given SNR, the best codes 
enable the highest order M-QAM formats of the most bandwidth efficiency. 

The next section takes a look at the foundational elements of maximizing capacity ɀ optimally 
exploiting the channel using modern physical layer technology tools. 

Adding to the Physical Layer Toolkit 

M-QAM Formats 

4ÏÄÁÙȭÓ Ãable systems implement a maximum M-QAM format of 256-QAM (8 bps/Hz) 
downstream and 64-QAM (6 bps/Hz) upstream. These represent upgrades in efficiency from 
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prior use of 64-QAM for digital TV downstream and 16-QAM upstream. Through architecture 
evolutions (deeper fiber) and technology improvements (optical & RF fidelity, DFB return lasers) 
cable has already gone through at least one major round of improving bandwidth efficiency, and 
most of it many years ago. Plenty of years have passed since a major technology refresh can pay 
dividends. 

Figure 2 shows the current modulation profiles and a couple more that are anticipated as 
certainties in next generation systems ɀ 1024-QAM and 4096-QAM. Ȱ)Î-bÅÔ×ÅÅÎȱ ÐÒÏÆiles (512-
QAM and 2048-QAM, not shown) are assumed eligible candidates as well. In the figure, all of the 
M-QAM formats are shown for an equivalent uncoded BER of 1e-8. Since they are 6 dB apart for 
each step up in density, the SNRs are therefore 28 dB, 34 dB, 40 dB, and 46 dB, for 64-QAM, 
256-QAM, 1024-QAM, and 4096-QAM, respectively. At the very least, the latter (46 dB) should 
give pause to the thought of supporting that M-QAM capability over HFC. 

Higher order formats can be constructed and, as we shall see, may be worth considering, but are 
not shown. They do not exist in simulation tools at this point!  

A common end-of-line HFC cascade performance requirement for digital channels is a 42 dB 
SNR with digital channels typically set 6 dB below analog channels. Given that 256-QAM 
requires 34 dB (1e-8) without coding, and up to 4 dB less than this by DOCSIS specification with 
a J.83 Annex " ÅÒÒÏÒ ÍÉÔÉÇÁÔÉÏÎ ÓÕÂÓÙÓÔÅÍ ÉÎÃÌÕÄÅÄȟ ÉÔ ÉÓ ÁÐÐÁÒÅÎÔ ×ÈÙ ÔÏÄÁÙȭÓ ÎÅÔ×ÏÒËÓ ÁÒÅ ÖÅÒÙ 
successful with 256-QAM. In fact, some are likely able to support 1024-QAM robustly using 
ÓÉÍÉÌÁÒ Ȱ*ȢήΩ"ȱ ÔÏÏÌÓȢ Some lab evaluations have indicated this is likely to be the case [9].  

However, even just considering HFC SNRs, the 1e-8 SNRs required of 2048-QAM (43 dB) and 
4096-QAM (46 dB) clearly indicate extÒÁ ȰÈÅÌÐȱ ÉÓ ÎÅÃÅÓÓÁÒÙ ÔÏ ÁÃÈÉÅÖÅ ÔÈÅÓÅ ×ÉÔÈ ÒÏÂÕÓÔÎÅÓÓȢ It 
can come in the form of FEC, architecture modifications, technology improvements, or all of the 
above, as long as we can find the dBs necessary to close the link. 

A View from the Field 

Figure 3 shows some extremely valuable pioneering work done by a major North American MSO 
ɀ a first of its kind that indicates with a large statistical sample what Cable Modems are telling us 
their channel SNR looks like [15]. Other MSOs are now gathering such statistics as well to help 
the industry engage in proper technology choices based on real data. 
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Figure 2: Increasingly Spectrally Efficient M-QAM Format 
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Figure 3: Major MSO Cable Modem SNR Distribution [15] 

There are important differences between CM reported SNR and HFC delivered SNR, as we can 
easily determine by the delta between the HFC delivered 42 dB number (or better) and the SNR 
scale in Figure 3. The most important ones are: 

(1) The CM actually measures and reports MER, which includes all impairments on the 
channel, all the way to the CM demodulator. Thus, it includes the CM contribution itself. 

(2) 4ÈÅ #-ȭÓ ÃÏÎÔÒÉÂÕÔÉÏÎ ÉÓ ÓÔÒÏÎÇÌÙ ÄÅÐÅÎÄÅÎÔ ÏÎ ÔÈÅ ÌÏÃÁÔÉÏÎ ÏÆ ÔÈÅ #0% ÉÎ ÔÈÅ ÈÏÍÅȢ It is 
a dominant noise contributor at low CM input levels. 

(3) The CM was implemented for high performance of 256-QAM, which is 12 dB less 
sensitive than 4096-QAM. 

(4) The maximum measurement fidelity itself of MER is likely in the low-to-mid-40s. 

 Figure 3 will prove valuable in defining QAM formats and techniques to optimize their use. 
While the absolute SNR numbers may be biased towards lower values relative to a new 
generation of technology and architecture evolution, the spread of the distribution is illustrative 
of the variation across the network that can be better exploited for capacity management. 

The Magic of FEC 

Advances in FEC have straightforward PHY design effects ɀ better FEC reduces the SNR 
required to achieve a particular QAM format, increasing bandwidth efficiency and throughput 
for a given link performance. 4ÏÄÁÙȭÓ ÇÏ-to code family is Low Density Parity Check Codes 
(LDPC). LDPC codes have been mathematically around for many years. However, as has been 
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the case with other codes (e.g. Reed-Solomon), they have came into vogue as the speed of 
computation has become sufficient to enable real-time operation of these extremely resource-
intensive large block size codes. The first standard to define an LDPC code was DVB-S2 in the 
early 2000s, but since that time codes from the LDPC family have become part of G.hn, 
MoCAÓ, WiMax, Wi-Fi, and DVB-C2, among others. The reason is simple ɀ they get closest to 
the Shannon bound, maximizing capacity, and efficient ways to implement them cost-
effectively are now available. 

In Figure 4, we show the DVB-C2 family of LDPC codes [14] and the M-QAM potential available, 
including 64-QAM through 4096-QAM. Observe the SNR requirements enabled by LDPC under 
the Ȱ(ÉÇÈÅÓÔ #ÏÄÅ 2ÁÔÅÓȱ ÌÁÂÅÌ ÉÎ &ÉÇÕÒÅ Ϊ (90%). These are the nearest apples-to-apples 
comparisons to the error correction scheme used by J.83B downstream today.  

The true power of LDPC can be seen in the SNRs required to deliver vanishingly low error rates 
in Figure 4 and Table 2. Table 2 summarizes the SNR gains available for the QAM profiles 
compared to the uncoded case [6]. The FEC, of course, comes with a 10% efficiency penalty (for 
the 90% code rate). However, 10% efficiency hit for 9-11 dB of SNR gain is a powerful trade-off ɀ 
one-tenth the SNR tolerated for this small loss of efficiency. The 46 dB of uncoded 4096-QAM 
SNR previously mentioned, for example, reduces to 35 dB as shown in Figure 4 ɀ pretty 
impressive! The 9-11 dB range of SNR advantage in Table 2 is a testament to the power of LDPC 
codes. 7Å ×ÉÌÌ ÃÏÍÐÁÒÅ ÔÈÉÓ ÔÏ ÔÏÄÁÙȭÓ ÄÏ×ÎÓÔÒÅÁÍ &%# ÉÎ ÔÈÅ ÎÅØÔ ÓÅÃÔÉÏÎȢ 
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Figure 4: Bandwidth Efficient M-QAM Enabled by LDP 

As impressive as Table 2 may look, M-QAM constellation pictures truly put the role of FEC into 
perspective. 4Ï ÅÍÐÈÁÓÉÚÅ ÔÈÉÓ ȰÍÁÇÉÃȟȱ we show the constellations of 1024-QAM and 4096-
QAM in Figure 5. The SNRs shown are 3-4 dB higher than the SNR threshold for low error rate 
(error free) performance in Figure 4. Figure Ϋ ÉÓ ÔÈÅ ȰÐÉÃÔÕÒÅ ÉÓ ×ÏÒÔÈ Á ÔÈÏÕÓÁÎÄ ×ÏÒÄÓȱ ÖÅÒÓÉÏÎ 
of Table 2, illustrating the power of FEC to clean up what is quite an incoming mess. 

 

 

 

 

 

 

Table 2: Coding Gain of LDPC FEC 
 

 

 Uncoded LDPC SNR 

~1e-8 
DVB-C2 @ 

90% 
Ȱ'ÁÉÎȱ ɉÄ"Ɋ 

64-QAM 28 19 9 

256-QAM 34 24 10 

1024-QAM 40 30 10 

4096-QAM 46 35 11 

DVB-C2 ModCods vs SNR as simulated by ReDeSign

1024-QAM: 25 dB/27 dB/30 dB @ k/n = (75%, 83%, 90%)

4096-QAM: 32.5 dB/35 dB @ k/n = (83%, 90%)

Reference: 

ñPerformance 
evaluation of 

advanced 

modulation and 
channel codingò

30 Nov 2009, 
ReDeSignï

217014 

4096-QAM

1024-QAM

256-QAM

64-QAM
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(dB)

B
E

R

Highest Code Rates
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Figure 5: Amazing Error Free: The Power of LDPC Forward Error Correction 

FEC II ɀ How Does it Do That? 

We can precisely identify the dB of FEC advantage of LDPC versus ÔÏÄÁÙȭÓ )45 *ȢήΩ !ÎÎÅØ " 
downstream (as well as for the upstream). Refer to Figure 6 [1].  

In Figure 6 (simulations by Intel), we can compare SNR vs. Code Rate for the old and new FEC 
choices. For the downstream, J.83B (orange) can be compared against the DVB-C2 short (red) 
and long (blue) codeword. The plot is based on 256-QAM, with the expectation that similar 
relationships will hold for other M-QAM formats for a well-designed code. Note that J.83 Annex 
B does not actually have variable code rate, but varying the Reed-Solomon code rate enables a 
relevant and straightforward simulation while allowing apples-to-apples code rate comparisons.  

Figure 6 identifies how, with LDPC alone, we could actually manage a two-order increase in 
modulation profile ɀ a 6 dB theoretical SNR gap ɀ using a combination of the code family and 
code rate, if this were desirable, as follows:  

¶ Labeled by the orange crosshair and bracket, LDPC at the same code rate provides about 
3.2 dB of SNR gain (red bracket) compared to J.83B. A 3 dB change is roughly the 
equivalent of one half-step modulation order, such as 256-QAM to 512-QAM.  

¶ At the cost of efficiency, by reducing the code rate by about 10% (to 80%), another 2.7 
dB can be gained, for a total of 5.9 dB, or nearly 6 dB (green bracket and horizontal 
arrow).  

1024-QAM 
@33 dB SNR

4096-QAM 
@39 dB SNR
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Thus, a little more than 3 dB comes from the change in code family, and the rest comes from a 
10% drop in the code rate. Since the code rate is an efficiency reduction, some or the rest of the 
difference to get to a 6 dB difference, such as 256-QAM to 1024-QAM, might instead be made 
up, for example, with architecture or technology evolution in the HFC network. 

Figure 6: LDPC vs. J.83 Annex B Comparison (Downstream) [1] 

We can perform the same analysis for the upstream, as shown in Figure 7 [1]. 4ÏÄÁÙȭÓ ÕÐÓÔÒÅÁÍ 
does have a selectable code rate. The cases for t=10 and t=16 symbol-correcting are shown in the 
simulation (courtesy of Intel). We show two MoCAÓ codes and compare to the MoCAÓ short 
code. The availability of shorter codeword sizes is essential to match the upstream packet size 
distribution. 

 

 

 

 

 

Reference ςMission is Possible: An Evolutionary Approach to Gigabit-Class DOCSIS, 2012 Cable Show Spring Technical Forum

3.2 dB

2.7 dB

Two QAM orders  (6 dB):
-J.83 vs. LDPC
-Lower Code rate
-Architecture SNR
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Figure 7: LDPC vs. Reed-Solomon Upstream Comparison (Upstream) [1] 

As Figure 7 shows, we can again work out the potential for a two modulation order 
improvement. Using the MoCAÓ short code (blue diamond), we note that the SNR requirement 
is (4.9 + 1) = 5.9 dB lower than the t=10 error correcting. This comes at the cost of lower code 
rate (by 17% - significant) and thus lost efficiency. The efficiency loss when comparing the MoCA 
long code to the t=16 case is much less (2%), but we do not achieve 6 dB, only 4 dB. However, 
we might consider upstream technology or architecture improvement that offers 2 dB of 
additional SNR link budget to close the gap.  

Since the upstream optical technology tends to be the dominant factor in the upstream SNR, 
the ability to directly affect the upstream bandwidth efficiency is more straightforward than the 
downstream. Head-end de-combining is another area where instantly accessible dB can affect 
the upstream bandwidth efficiency potential. 

M-QAM, FEC, SNR: Connecting the Dots 

With knowledge of both lower M-QAM thresholds enabled by LDPC FEC, and a well-quantified 
awareness of the SNR on the receiving end by fielded cable modems, we can connect the dots 
between the two to examine the potential for new downstream capacity. Figure 8 shows the 
two together to begin this comparison [16].  

4.9 dB

(255,223) t=16

(255,235) t=10

1 dB

4 dB
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The Figure 3 distribution on the lower right ɀ a classic Gaussian bell curve ɀ shows an average of 
about 36.5 dB and a 2s variation of about 3 dB. This puts over 95% of the measured modems 
from this large sample between 33.5 dB and 39.5 dB (°2s). 

Figure 8: M-1!- 0ÏÔÅÎÔÉÁÌ "ÁÓÅÄ ÏÎ 4ÏÄÁÙȭÓ -ÅÁÓÕÒÅÄ MER Characteristics [16] 

The Figure 4 QAM-FEC simulations repeated in Figure 8 do not include the mid-step 
constellations. However, they are easily estimated, and in this case the estimate for 2048-QAM 
for the 90% code rate would be that it is 3 dB lower than the 4096-QAM SNR requirement of 35 
dB, or 32 dB. On the CM distribution curve, this represents a performance achieved by about 
98% of the modems. This shows, not surprisingly, that using only 256-QAM leaves potential 
capacity on the table. Note that 256-QAM @ 90% DVB-C2 LDPC requires a 24 dB SNR, which 
only re-emphasizes the point. 

Of course, this does not account for added operator margin required for robustness. A 
substantial margin is used by field technicians to guarantee a robust 256-QAM downstream 
today. Figure 6 shows the 27.5 dB of SNR required for 256-QAM in the J.83B downstream. 
4ÙÐÉÃÁÌÌÙȟ ÏÐÅÒÁÔÏÒÓ ×ÉÌÌ ÌÏÏË ÔÏ ÏÂÔÁÉÎ ÁÂÏÕÔ ΩΫ Ä" ɉÏÐÅÒÁÔÏÒ ÄÅÐÅÎÄÅÎÔɊ ÔÏ ȰÃÅÒÔÉÆÙȱ ÁÎ ÉÎÓÔÁÌÌ ÁÔ 

Reference: http://www.ieee802.org/3/bn/public/mar13/howald_3bn_01_0313.pdf

CMs actually report MER 
whichincludes current CM 
implementation losses

2048-QAM @ 90% 
LDPC : 32 dB

HFC Channel CCN

~98% of CMs 
Measure  > 32 dB
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Á ÃÕÓÔÏÍÅÒȭÓ ÈÏÍÅ ɍΧήɎȢ We will address the margin topic more specifically in a subsequent 
discussion about downstream optimization, as we anticipate that this paradigm will change. 
However, for now, we can recognize that using a 2s ÓÐÒÅÁÄȭÓ ÌÏ×ÅÒ 3.2 ÅÄÇÅ ÏÆ ÁÂÏÕÔ ΩΩȢΫ Ä" ÉÎ 
Figure 8, and subtracting the equivalent 7.5 dB margin we are left with 26 dB as an SNR. Based 
on Figure 4, this would support 1024-QAM with a code rate close to 80%. 

,ÁÓÔÌÙȟ ÎÏÔÅ ÔÈÅ Ȱ(&# #ÈÁÎÎÅÌ ##.ȱ ÌÁÂÅÌ ÁÎÄ ÒÅÄ ÌÉÎÅ ÏÎ ÔÈÅ ÌÏ×ÅÒ ÒÉÇÈÔ ÏÆ &ÉÇÕÒÅ ήȢ CCN stands 
for Composite Carrier to Noise, accounting for both AWGN and digital distortion build-up which 
looks like AWGN from a noise floor perspective. It is the HFC plant equivalent of SNR. This line 
describes what the plant can deliver at end of line (EOL). Minimum performance of 42 dB has 
previously been mentioned, while typical performance is higher, such as that shown here. The 
point here is that the HFC channel, if properly implemented, is not limiting capacity from an SNR 
(CCN) perspective.  

In summary, it should be obvious that 256-QAM is not the best-case bandwidth efficiency 
possible in the downstream. More bps/Hz are available if we desire to chase after them. 
Moreover, some of the most important capabilities to obtain these bits is already in place, in 
particular around the HFC channel quality, as is understood in terms of minimum EOL today, 
and even as reported by the CM SNR data in Figure 3, which accounts for a broader set of 
variables which will only improve with architecture and technology evolution. Therefore, if we 
need more bits, they are not far from reach. !ÎÄȟ ÁÓ &ÉÇÕÒÅ Χ ÉÍÐÌÉÅÓȟ ÔÈÅ ÑÕÅÓÔÉÏÎ ȰÄÏ ×Å ÎÅÅÄ 
ÔÈÅÍȱ ÈÁÓ ÁÌÒÅÁÄÙ ÂÅÅÎ ÁÎÓ×ÅÒÅÄȢ  

The Role of OFDM 

An element hidden by the capacity equations in (1) and (2) is the accuracy of a constant, static, 
and spectrally flat assumption of SNR. In many systems today ɀ particularly wireless ɀ the SNR 
can be quite dynamic when moving throughout a cell, for example For other channels, such as 
cable, it is not particularly dynamic, but does vary across the area it serves both geographically 
and with respect to frequency of operation.  

Also, the frequency response of the channel has large implications on the receiver design and its 
ability to perform close to the spectral efficiency that the channel SNR suggests it should 
achieve. For wireless, moving across a cell in a metro area creates a difficult multi-path 
environment. In cable channels, a wide range of ripple and slope may exist due to static channel 
multi-path (micro-reflections in cable-speak) conditions as well as due to the nature of having a 
multi-octave RF distribution network and serving uncontrolled home coaxial architectures. 

Variable and unpredictable channel conditions are specifically where multi-carrier systems (e.g. 
OFDM) come into play. The fundamental OFDM concept is shown in Figures 9-11. 
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The fundamentally different characteristic of OFDM is replacing classic single-carrier QAM, such 
as the 6 MHz and 8 MHz channels used today for nearly all QAM signals on the cable, with many 
narrower, subcarriers, and sending these subcarriers in parallel. This is depicted in Figure 9. 
Narrow means kilohertz-type of narrow. As a practical example, 10 kHz subcarriers would mean 
there are 600 of them inside a 6 -(Ú ȰÎÏÒÍÁÌȱ ÃÈÁÎÎÅÌ ÓÌÏÔ ÉÎ .ÏÒÔÈ !ÍÅÒÉÃÁȢ As in single carrier 
technology, the subcarriers themselves carry QAM, which is why we study QAM modulation 
formats in detail regardless of RF waveform type. In the ideal AWGN environment, the two 
techniques perform equivalently.  

The other uniquely interesting OFDM characteristic is that the narrow subcarriers overlap by 
design, as shown in Figure 9. They get away with this (clearly, classic frequency division 
multiplexing, or FDM, could not) by maintaining a relationship among subcarriers that connects 
their spacing to the symbol rate so that they remain orthogonal. Ideally, orthogonality ensures 
that, by the nature of the waveform integration during demodulation, subcarriers do not 
interfere with one another. 

 

Figure 9: The Multicarrier (OFDM) Concept: Frequency Domain [20] 

In the time doÍÁÉÎȟ ÔÈÉÓ ȰÚÅÒÏ ÉÎÔÅÒÆÅÒÅÎÃÅȱ ÑÕÁÌÉÔÙ ÉÓ ÓÈÏ×Î ÉÎ &ÉÇÕÒÅ ΧΦ ×ÈÅÒÅÂÙ ÉÎÔÅÇÒÁÔÉÎÇ 
(detection) over the period shown for one of the subcarriers has the others summing to zero. 
Figure 11 shows the frequency and time aspects together. All subcarriers are sent in parallel 
ÄÕÒÉÎÇ Á ÓÙÍÂÏÌ ÔÒÁÎÓÍÉÓÓÉÏÎȟ ÁÎÄ ÔÈÅ ÐÒÏÃÅÓÓ ÉÓ ÒÅÐÅÁÔÅÄ ÁÔ ÔÈÅ ÎÅØÔ /&$- ȰÓÙÍÂÏÌȱ 
transmission.  
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Figure 10: The Multicarrier (OFDM) Concept: Orthogonality in the Time Domain [13] 

 

Figure 11: OFDM - Frequency and Time Domain [19] 

The next transmission does not immediately follow the first (at least in terms of payload 
transmission) ɀ this is one of the fine details of OFDM system design we will not get into here, 
ÂÕÔ ×ÈÉÃÈ ÄÅÁÌÓ ×ÉÔÈ ÈÏ× /&$- ÅÆÆÅÃÔÉÖÅÌÙ ÐÅÒÆÏÒÍÓ ÔÈÅ ÆÕÎÃÔÉÏÎ ÏÆ ȰÅÑÕÁÌÉÚÁÔÉÏÎȢȱ OFDM uses 
×ÈÁÔ ÉÓ ÃÁÌÌÅÄ Á ȰÃÙÃÌÉÃ ÐÒÅÆÉØȱ ɉ#0Ɋ ÔÏ ÄÅÌÁÙ Á ÎÅ× ÄÁÔÁ ÔÒÁÎÓÍÉÓÓÉÏÎ ÂÅÙÏÎÄ ÔÈÅ ÍÕÌÔÉ-path 
window.  

The whole OFDM idea sounds unnecessarily complex, and indeed this was once the case. Like 
FEC, the multi-carrier concept was invented by brilliant engineers who noted many of the 
potential benefits reaped from this approach to accessing a channel many years before the 
implementation became practical. We will not get into implementation details, but OFDM was 
largely made practical, and actually quite simple, with advances in real-time computing power 
than enabled wideband, high-speed, high resolution FFTs that could be processed in real-time. 
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Shannonizing with OFDM 

A good way to interpret the OFDM approach in terms of its capacity-maximizing effect is to 
×ÒÉÔÅ ÔÈÅ ÅØÐÒÅÓÓÉÏÎ ÆÏÒ ÃÁÐÁÃÉÔÙ ÉÎ ɉΨɊ ÉÎ ȰÌÏÎÇȱ ÆÏÒÍȡ 

# Є ɉΧȾΩɊДАf ɍАÆɎ ɍ0ɉАÆɊ (ɉАÆɊ Ⱦ .ɉАÆɊɎdB (3) 

Here, instead of bandwidth, we have used a summation of spectrum chunks using a set of small 
ÆÒÅÑÕÅÎÃÙ ÉÎÃÒÅÍÅÎÔÓȟ АÆȢ 4ÈÅ ÓÕÍ ÏÆ ÁÌÌ АÆ increments is the bandwidth available, B. Instead of 
SNR, we have broken it down into its components: signal power (P), noise power (N), and 
channel response (H) ɀ each also over small АÆ ÉÎÃÒÅÍÅÎÔÓȢ In practice ÅÁÃÈ АÆ ÒÅÐÒÅÓÅÎÔÓ ÔÈÅ 
width of one OFDM subcarrier.  

The total capacity above is then simply the summation of the individual capacities of chunks of 
spectrum. The purpose of the form used in (3) is to recognize that channels may not have a fixed 
SNR characteristic, such as due to expected non-flat frequency response variations and 
uncharacterized spectrum ÁÂÏÖÅ ÔÏÄÁÙȭÓ 1 GHz forward band. In this case, the capacity of a not-
flat SNR region can be calculated by looking at it in small chunks that, because of their narrow 
width, themselves approximate flat channels. A similar argument applies when there is, for 
example, interference. The affected OFDM subchannels will have a lower SNR (in this case 
S/(N+I). This flexibility is a key advantage of multi-carrier modulation such as OFDM ɀ very 
narrow channels, each of which can be individually optimized.  

For a single carrier transmission, it becomes increasingly difficult for wider and wider channels to 
achieve the same effect without complex, and sometimes impractical equalization techniques 
and interference mitigation mechanisms. Or, in the case of DOCSIS, it becomes impractical to 
channel-bond more and more single-carrier channels without incurring excessive complexity 
and inefficiency. 

The long-form capacity equation above demonstrates why OFDM is often better suited to 
achieving the best throughput possible, as compared to single-carrier techniques in channels 
with poor or unknown frequency response, and in particular, when that response is time-
varying.  

The HFC downstream is typically very high SNR and generally well-behaved. However, it can be 
subject to large broadband frequency response variations when signal reflections are high. The 
downstream is also increasingly susceptible to 4G interference as these deployments increase, 
as well as interference sources that have existed for years. Outside the current downstream ɀ 
above 1 GHz ɀ plants are likely to vary widely as there are no requirements to be met or 
equipment specifications that can be used to help define the spectrum, though the coaxial cable 
medium clearly can be exploited beyond 1 GHz. 
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In the upstream, the channel is much less predictable than in the downstream, particularly at the 
low end of the band, and burst noise events are more prevalent than in the downstream. 
Furthermore, the upstream is as likely if not more so than the downstream to see a bandwidth 
extension into new territory, such as 85 MHz and even to 200 MHz. However, because of its 
ȰÆÕÎÎÅÌÉÎÇȱ ÁÒÃÈÉÔÅÃÔÕÒÅȟ ÉÎÔÅÒÆÅÒÅÎÃÅ ÔÈÁÔ ÍÁÙ ÂÅ ÌÏÃÁÌÉÚÅÄ ÁÎÄ ÉÎÓÉÇÎÉÆÉÃÁÎÔ ÉÎ ÔÈÅ ÄÏ×ÎÓÔÒÅÁm 
today may impact the channel for all in the upstream when the diplex is adjusted for more 
upstream spectrum. The FM radio band is the most obvious candidate, should the upstream 
extend beyond 85 MHz. The interference-protection properties of OFDM will be valuable in this 
case, as it is in the troubled part of the return band today. 

Note that in the upstream, the likely multi-carrier candidate is actually OFDMA, or Orthogonal 
Frequency Division Multiple Access. The principles of the signal waveform are the same, but in 
the case of OFDMA, different sub-channels can be allocated to different users simultaneously, 
an attribute important to efficient use of the upstream. The difference between OFDM and 
OFDMA is shown in Figure 12. We will generally use ÊÕÓÔ ȰOFDMȱ to refer to the technology in 
both upstream and downstream. 

 

Figure 12: OFDM vs. OFDMA [12] 

As discussed previously, supporting more bandwidth-efficient M-QAM profiles over HFC has 
little to do with whether we are discussing single carrier QAM or OFDM-QAM. When it comes to 
SNR (AWGN), system performance is identical. /&$-ȭÓ most valuable HFC role is to overcome 
frequency response characteristics and unknown channel quality and manage interference 
conditions to yield the best probability of maximum SNR exploitation for capacity. Very 
wideband (high-speed) operation is also a major plus. Historically, OFDM applications have been 
linked by this common thread ɀ unknown or poor RF channels ɀ and the benefits it provides in 
those cases are being brought to the cable environment. In the downstream, the most 
questionable spectrum would be the band above 1 GHz, and in the upstream the entire channel 
is more suspect, but especially so 5-20 MHz.  
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Relative to bandwidth above 1 GHz, Figure 13 [1], shows the range of insertion loss 
characteristics of various models of a single tap type above Χ '(Ú ÆÏÒ ȰΧ '(Úȱ ÓÐÅÃÉÆÉÅÄ ÔÁÐÓ. It is 
clear that any given tap, much less a cascade of taps, will be highly unpredictable from system to 
system, and even from RF leg to RF leg in the same system.  

Figure 13: Unpredictable Frequency Above 1 GHz [1] 

There are other important OFDM benefits not associated with system performance. Some of 
these are listed in Table 3.  

The second point in Table 3 is perhaps the next strongest argument for OFDM for HFC, albeit it a 
ÍÏÒÅ ÐÒÁÃÔÉÃÁÌ ȰÏÐÅÒÁÔÉÏÎÓȱ ÏÎÅ. With so much spectrum and service evolution anticipated over 
the next decade, the granular spectrum management enabled by OFDM through flexible 
subcarrier allocation (using some but not all subcarriers) is a valuable tool when working around 
a full band of legacy spectrum. 
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Table 3: Why Cable OFDM? 

Other points in Table 3 worth mentioning include the increasing ability to do computationally 
complex operations in real time. OFDM implementation ɀ once the major obstacle ɀ has 
become a strength through IFFT/FFT functionality that forms the core of transmit and receive 
operations.  

This implementation advantage leads to one of the final strong, business-oriented arguments 
for OFDM. As an ecosystem, the number of suppliers of OFDM technology and the range of 
industries engaged in it enlarges the pool of technology resources and leverages tremendous 
economies of scale. The wireless industry and Home LAN products in particular both represent 
very high volume applications.  

Impairments: Single Carrier and OFDM 

OFDM puts a different signal type on the wire, and because of that it responds differently to 
some of the common impairments of cable ɀ unique (CTB/CSO) or otherwise (additive 

Why OFDM?
OptimizesChannel Capacity, in 
particular for unknown,  
uncharacterized, and hostile 
interference channels

Granular spectrum allocation 
beneficial during band plan and service 
transitions

Multiple sources of supply and likely 
cable investment 

Consistency withother standards and 
cable network extensions (wireless, 
EPoC)

OFDM + LDPC to Layer 1 as IP is to 
Layer 3 ςlikely final RF step (little more 
capacity worth exploiting)

Implementation complexity favors 
OFDM over TDM afor wideband 
channels with linearity distortions

More Spectrally Efficient Wideband 
Channel than NxFDM, 2-D Multiple 
Access (OFDMA)
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interference, phase noise). We mention these two important ones here, but for a fuller 
treatment refer to [6]. An understanding of the differences will be critical to properly specifying 
and operating OFDM on the cable channel, and analysis of these effects is ongoing. 

CW Interference 
Single carrier techniques combat narrowband interference through adaptive filtering and 
equalization mechanisms. OFDM, on the other hand, deals with narrowband interference by 
avoidance. !ÌÓÏȟ ×ÈÁÔ ÍÁÙ ÂÅ ȰÎÁÒÒÏ×ȱ ÆÏÒ Á ÓÉÎÇÌÅ ÃÁÒÒÉÅÒ 1!- ÓÉÇÎÁÌ ÍÁÙ ÎÏÔ ÂÅ ÎÁÒÒÏ× 
relative to an OFDM subcarrier. Figure 14 shows OFDM impinged upon by two interferer types ɀ 
a CW carrier and a modulated waveform of some unspecified bandwidth that is similar to OFDM 
subcarrier spacing. 

 

Figure 14: Interference as Seen by OFDM 

Subcarriers imposed upon by an interferer can be nulled or modulated with a more robust 
modulation profile. The effect is a capacity loss, but generally a modest one because only a 
limited number are affected. Compared to SC-QAM, OFDM offers graceful degradation via lost 
capacity, as opposed to a thresholding effect at some intolerable level of interference. This 
could be viewed as both pro and a con. SC-QAM, for example, may find low levels of 
interference essentially invisible from a detection perspective, a scenario well represented by 
analog CSO/CTB distortion beats in the forward path.  

CTB and CSO, when analog video is present, also have more of a deterministic quality ɀ always 
preferred ɀ in location, level, and whether they will even be present or not. Figure 15 compares 6 
MHz SC-QAM and OFDM-QAM with respect to CTB/CSO interferers. 

Two key characteristics stand out: 

OFDM 
Subchannels
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(1) Distortion beats are no longer necessarily narrow relative to the subcarrier bandwidth, on 
average. The distortion bandwidth and amplitude vary slowly, however, and these 
peaking effects can have well-documented implications for QAM performance and 
interleaver depth. 

(2) Beat amplitude is much higher relative to SC-QAM since each subchannel is a small 
fraction of the total signal power in, for example, 6 MHz. For the 600 subcarriers per 6 
MHz example, this is 27 dB. So, CTB/CSO of 53 dBc is now 25 dBc! And that is just the 
average, not including its amplitude modulation characteristics. Clearly, for OFDM, the 
FEC will be required to deliver error-free bandwidth efficiency. 

Figure 15: CTB/CSO Interference ɀ SC-QAM vs. OFDM-QAM 

OFDM system design and choice of parameters for the error mitigation subsystem are used to 
overcome interference in the channel whether the mechanism is distortion beats or additive 
interference. The latter is being observed in some cable systems in LTE bands. 

Phase Noise 
OFDM creates an interesting scenario with respect to phase noise degradation. A typical 
assumption for SC-1!- ÉÓ ȰÓÌÏ×ȱ ÐÈÁÓÅ ÎÏÉÓÅȢ  The exact spectral mask is less important ɀ only 
the untracked rms phase noise matters. For OFDM, with many narrow subcarriers, the phase 
noise mask will typically extend beyond the subchannel bandwidth. Figure 16 shows a 






































































